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Abstract

This master thesis focuses on the study of the state of the art on crack
and fracture modeling. This process is one of the aging phenomena with
an important amount of work done, due to its complexity and its extended
application area. The variety of parameters and the complex simulation
(usually implying collision detection, deformations, breakage, etc), make
difficult to think on a generic solution. Thus, we cannot consider it as a
simple problem to solve, but as many difficult problems to deal with.

The study is divided as follows. First, we expose the theoretical back-
ground concerning aging phenomena, and their behavior in nature. Due
to the amount of work already proposed in Computer Graphics, we review
and classify the existing techniques according to their kind of approach.
The second part is focused on physically-based methods, presenting the
work that has been done along with their advantages and disadvantages.
Another chapter is dedicated to the less popular, but equally important,
non-physically based methods. Finally, we conclude making a brief analysis
about the main characteristics of these method, and some open problems.
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Chapter 1

Introduction

One of the challenges in computer graphics, has been to reproduce, as well
as possible, natural phenomena. One phenomenon in this field that has been
extensively studied is the aging process.

What makes this phenomenon interesting is the great variety and com-
plexity of scientific concepts that are involved, since we have to deal with a
huge number of factors. Sometimes, it is not necessary to understand com-
pletely the physical concepts, because with the adaptation and use of some
parts of this theory to our problem is enough for the simulation. Another
important point is the variety of techniques involved in the visual simula-
tion. Similar computer graphics areas are not capable to work independently
without cooperation between them. Furthermore, aging processes often in-
volve changes in reflection properties and geometry at the same time, as for
example, cracks and fractures growth.

The cracks and fracture modeling and rendering process is one of the
aging processes with an important amount of work done, due to its com-
plexity and its extended application area. A generic solution for this process
is generally not possible, as materials may behave in very different ways and
there is not a generic simulation technique or representation that works well
in all cases. Thus, we cannot consider the crack and fracture process as a
single problem to solve, but as many difficult problems to deal with.

Facing the great diversity of concepts and techniques, knowing not ev-
erything is done and there is work to improve, we will briefly describe in
this thesis the current aging simulation techniques, as well as a survey of
existing techniques in computer graphics concerning to the specific processes
of cracks and fractures.

This thesis is divided as follows. Chapter 2 presents the background
concerning aging phenomena, and more specifically to cracks and fractures.

Due to the amount of work proposed in the literature concerning to
these phenomena, we propose a classification according to their approach.
In Chapter 3 the physically-based methods for those that prefer very real-
istic results without paying less attention to the computational time, while
Chapter 4 is based on non-physical methods, for those that need real-time
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Chapter 1. Introduction

solutions where the realism is a secondary factor.
Finally, our conclusions are exposed in Chapter 5 along with the future

work and some open problems.
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Chapter 2

Background

In this chapter we first expose some definitions and classifications concerning
to weathering and aging processes in general, followed by a brief review of
the literature and previous work related to weathering and aging processes
in computer graphics. We then concentrate on describing how cracks and
fractures behave in nature. We finally expose the main concepts involved
by the physical models used to simulate fracture and how they use to be
implemented.

3



Chapter 2. Background

2.1 Definitions and classifications

Aging phenomena are every process that make damage over an object and
deteriorates it, affecting its appearance, structure or geometry. These dam-
ages could come from:

• External factors: atmospheric conditions, usage, mechanical damage
or erosion, and organic material growth.

• Internal factors: intrinsic to the material itself, mainly due to the
manufacturing process.

According to the classification made by Lu et al [49], if we consider a pure
and natural surface, this one could be affected by different aging processes
from different sources:

• Chemical attacks: these attacks can occur both in the material and
onto its surface. They usually transform the original material in a
substance with different composition and physical characteristics. This
new substance is generally softer and susceptible to damages than the
original. They can also introduce specific structural damages, like
destructive corrosion, for example.

• Mechanical damages: resulting from external factors, the material is
removed from the original surface, affecting its geometry. This can
occur at every geometric scale. On a large scale, visible parts of the
affected object are removed, as on surfaces affected by impacts and
fractures for example. At a smaller scale, invisible parts of the affected
object are removed or modified, such as scratches on a surface and
cracks.

• Biological: these processes can result from external organic materials
attacks (such as lichen growth onto a surface) as well as to internal
biological modifications of the materials themselves.

An important thing to remark is that none of the previous classifica-
tions has a defined limit. Some processes can be affected by several factors,
starting due to a specific factor and then involving another one. To cre-
ate realistic scenes which involve the different aging phenomena, it is thus
necessary to implement and handle all theses processes.

4



Chapter 2. Background

2.2 Weathering and aging processes in Computer
Graphics

In computer graphics, there are three main ways of reproducing aging and
weathering phenomena:

• Simulation: Each phenomenon is treated independently, using physically-
based simulations or approximations that are specific to each case.

• Measurement-based techniques (also called capture-and-transfer): Weath-
ering data are extracted from images or more complex acquisition pro-
cesses and transferred to new objects.

• Generic models: The aim of these techniques is to provide a generic
control appropriate to a large amount of aging processes, and gener-
ally introduce important simplifications. They usually focus on the
reproduction of the final result rather than simulating the underlying
process.

In the next sections, we explain each of these approaches. For more
details, see references [58] [44] [24] [97] [49].

2.2.1 Specific aging models

This section presents works related to the simulation of specific aging pro-
cesses. For each process, we first describe its nature and then review the
existing work in the literature.

Mechanical aging

Dust accumulation. Dust consists of small particles and fine matter de-
posited onto the surfaces through the effect of wind or gravity. They usually
affect the appearance of the object by modifying its reflection properties.
Blinn [24], first addressed this phenomenon by accounting for light interac-
tions within the particles. Hsu and Wong [40] improved on this introducing
an empirical method for simulating the dust accumulation over object sur-
faces taking into account the inclination and exposure. Later, Wang et al.
[94] simulated the accumulation of dust using a set of dust sources, similar
to light sources. These sources ”emit” dust that is accumulated on the sur-
faces. Dust accumulation has also been investigated in other cases like the
case of moving objects or impacts [96] [3].
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Chapter 2. Background

Scratches and impacts. Objects are affected by mechanical inter-
actions with some external tools or other objects. These interactions can
generate a big variety of defects, which can be classified in two main groups.
Some defects can influence the aspect of the object without altering the
geometry visibly, while other alter the geometry in a visible way. In the
first group we can find the work made by Merillou et al. [57] who propose a
method for simulating scratches based on a combination of a 2D texture con-
taining the scratch paths and a BRDF model for simulating their reflection.
They use physical measurements on real objects to derive a geometry model
of scratches at a small scale. Bosch et al. [10] propose a similar method de-
rived from physical parameters such as the scratch tools, penetration forces
and the material properties. The scratch path can be controlled by texture
or can be defined with curves. In the second group we can find Paquete et
al. [74], who focus in the specific case of impacts. Their method uses a tool
to perform impacts in the surfaces, which are then refined in the affected
regions.

Cracks and fractures. Cracks can affect a large variety of materials.
Usually they are defined as a result of contractions of the surface area of the
object. However, they can also appear due to thermal and mechanical labor.
The object cracks or breaks into pieces due to the stress differential in the
material. The methods proposed to this area will be explained in deep in
the next chapters, particularly concerning fracture and their animation [70].

Cracks and peeling. Painted surfaces are also affected by cracks on the
paint layer after time, which depends of many parameters like environment,
paint quality, and density. These kinds of cracks also provoke the peeling of
the paint layer over the time. Gobron and Chiba [33] allow direct peeling by
generating the crack patterns using their 3D cellular automata (CA) [81].
This crack pattern generates detached pieces as geometry, and specifies their
order of detachment. Paquette et al. [75] based on Gobron’s work, introduce
physical corrections in the peeling simulation. In this case, the cracks appear
according to the paint force and tensile stress, and peeling due to the loss
of paint adhesion around these cracks.

Erosion. Erosion appears due to the combination of many processes
that can be inside mechanical and chemical classification, but can also be
influenced by biological processes and the environment. Liu et al. [47]
has proposed a method based on flow, using 2D Navier-Stokes equations to
simulate water penetration from thin films of surface flows into materials.
Musgrave et al. [63] propose to erode a fractal terrain represented as a reg-
ular height field. Then, Nagashima [65] proposed a physically model based
on water flow erosion and rainfall. Valette et al. [89] propose a model of soil
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Chapter 2. Background

surface degradation by rainfall based on a 3D CA, allowing to control the
different processes involved (detachment, transport, and infiltration). Ito et
al. [41] propose a specific pattern concerning the weathering of joined rocks.
Rocks are modelled as voxels and propose a 3D erosion model, removing
these voxels depending on parameters like the friction angle, for instance.
Benes and Arriaga [7] have proposed another specific study, presenting a
terrain consisting on a height field of rock that erodes and transforms, in
some cases, into sand.

Flows and matter projection. The flow of dirty fluids is an important
effect that affects the aspect of many kinds of objects, from vehicles to
building walls for example. In this area, Dorsey et al. [21], model flow as a
particle system of raindrops. The flow movement is controlled by parameters
like the gravity force, the friction, roughness and absorption of the material
surface. They also reproduce the sedimentation effect by a set of differential
equations.

Chemical attacks

Patina. Metals can be affected in very different ways by aging phenomena.
Patina is one of these affections and consists on the oxidation of the material
surface layer that, over time, derive on a weathered surface. Dorsey et al.
[20] propose a model of patina by modeling the affected surfaces as a set of
layers, where each layer is a material. The layers are represented by using
textures to control the various material parameters. Chang and Shih [13]
propose a physical model based on a set of L-system rules guided by gravity,
curvature and soil. The patina is a layered structure where the vertices of
the model are chosen randomly and passed to the L-system rules.

Destructive corrosion. The corrosion can augment the aging rate of
a material and is usually previously affected by other kinds of attacks. De-
structive corrosion has been investigated by Merillou et al. [57], where they
propose a physical model controlled by intuitive parameters, choosing the
kind of corrosion between uniform, galvanic, pitting and crevice corrosion;
and then a map allow the control of the surface and the volume spreading
according to the previously defined corrosion types.

Tarnishing. Metals exposed to atmospheric conditions generally de-
velop tarnish, a thin layer of corrosion present in every metal subjected to
oxidation processes. Miller [29] proposed a technique to simulate it by mod-
ulating light reflection with accessibility, defined as the radius of the major
sphere touching a surface point without intersecting any surface.
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Chapter 2. Background

Biological processes

Organic material growth. Organic growth appears on surfaces exposed
to external biological processes. Because of their color and geometry aspects,
these aging processes are visually important. This growing depends of hu-
midity to start and progress. Desbenoit et al. [18] have proposed a model
to generate this organic material onto surfaces, focusing on lichens. These
authors introduce a method called Open Diffusion Limited Aggregation to
compute the growth of the lichen. It permits to model the propagation of
lichens interacting with the environment and competing for favorable con-
ditions. Figure 2.1 show a result obtained with this method.

Figure 2.1: A synthetic lichen obtained with Desbenoit method [18].

Wrinkles. Wrinkles can affect many different materials in a natural
way. Common examples are aged fruits and aging in human skin. Blinn [8]
simulates wrinkles using its well-known bump mapping technique. Wu et
al. [95] has presented an specific study of aging in human beings. Human
aging, specifically facial aging, is a very active area in the computer vision
research field [79].

2.2.2 Global aging models

As natural scenes are very complex, computing a realistic aged scene may
involve the use of numerous techniques as shown above. The ideal solution
would be do try to handle the problem as a generic problem. Some investiga-
tors have been working in this direction, but the results are not completely
exacts. In this category, two main approaches can be found: simulating
aging as particles and using texture synthesis.
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Chapter 2. Background

Figure 2.2: This diagram summarizes the classification of the relationship
between the most common aging processes according to the three main kind
of attacks. From Merillou [57].

Aging as particles

The work of Wong et al. [94] and Chen et al. [97] are included here. The
first one, considers that the affected object’s underlying geometry is usually
still observable, and propose to use 3D texturing to handle aging processes,
which is controlled by a tendency distribution, representing the potential
occurrence of surface imperfections. Their framework includes dust accumu-
lation, patinas and peeling. The second author presents a visual simulation
technique that handles a variety of weathering phenomena by a particle-
based approach called γ-ton tracing. These γ-tons are particles that are
traced through the scene to represent some specific weathering information
and enabling visual simulation of complex multi-weathering effects.

Texture synthesis approach

This set of methods avoid the difficulties of physical and mathematical mod-
eling of the surface appearance varying modeling. This goal is effective by
using techniques based on captures of time varying real models, usually
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Chapter 2. Background

linked to texture synthesis techniques. Gu et al. [34] propose to develop
a data-driven approach based in work of Matusik et al. [55] controlling
weathering by BRDF variations.

2.3 Cracks and fractures in nature

Cracks and fractures are abundant in nature. They can be typically found
on wood, tree bark, stone, glass, ice, or dried clay. They also play an
important role in the realism of a natural scene, as their presence provides a
visual hint about the age of the object, its use, or indirect indications about
the characteristics of the environment.

The nature of a fracture is determined by the material where the fracture
occurs. The two main classifications for engineering are: brittle materials
and ductile materials. In general, the main difference between brittle and
ductile fracture can be attributed to the amount of plastic deformation that
the material undergoes before fracture occurs. Ductile materials demon-
strate large amounts of plastic deformation while brittle materials show little
or no plastic deformation before fracture. [23].

Fracture is closely related to the stress that a material undergoes as it
deforms. This stress depends on the resulting force at a specific area, and
is computed as:

σ =
F

A
(2.1)

where σ is the stress, F is the force and A is the cross-sectional area
where the force is applied. Fractures occur when the stress on the material
is larger than the energy present at a point in the material, usually where
the material has some flaws.

The strain parameter is closely linked to the stress force. The strain is a
normalized measure of deformation representing the displacement between
particles in the object relative to a reference length, and can be expressed:

ε =
∆L

L
(2.2)

where ε is the strain, ∆L represent the change in length per unit of the
original length L. See Figure 2.3 for a typical stress-strain curve relationship.
A property of the material is the yield strength, which describes the point
where the material begins to deform plastically.

Crack propagation is also essential to fracture. The ways that crack
propagates through the material reveal the mode of fracture. In ductile
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Chapter 2. Background

Figure 2.3: The stress-strain curve for brittle and ductile materials.

materials, the crack moves slowly with a large amount of plastic deformation.
The crack will usually not extend unless an increased stress is applied. On
the other hand, in brittle fracture, cracks propagate very rapidly with little
or no plastic deformation.

The cracks in a brittle material continue growing once they are initiated.
The way in which the advancing crack travels through the material is very
important. A crack that passes through the grains within the material,
following the edges of grid in a granular material and ignoring the grains
in the individual grid, is known as trans-granular fracture. On the other
hand, a crack that propagates following the grain boundaries, is known as
inter-granular fracture.

Another important factor to determinate the amount of brittle or ductile
fracture that occurs in a material is the temperature, which depends on
the material nature. Basically, at higher temperatures the yield strength is
lowered and the fracture is more ductile in nature. On the opposite, at lower
temperatures the yield strength is greater and the fracture is more brittle
in nature. At moderate temperatures, the material exhibits characteristics
of both types of fracture.

Another factor is dislocation density. Dislocation density is based on the
theory that sais that fracture always will be more brittle. The idea behind
this is that plastic deformation comes from the movement of dislocations.
Dislocations increase in the material due to stresses in the material yield
point, so it is difficult for the dislocations to move because they pile into
each other. Thus, a material that already has a high dislocation density can
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only deform fractures in a brittle manner.

2.4 Physical models

Fracture simulation requires the computation of a set of common steps over
time. A typical fracture algorithm needs to compute the following steps:

1. Compute the internal forces acting on all nodes into their stress and
strain rate tensor, describing how the force act to separate the nodes,

2. determinate the location and orientation of the new fracture according
to the current stress,

3. and modify the model to reflect the new discontinuity, preserving the
orientation of the fracture.

Regarding the description of the material, this one can be done through
a continuous or a discrete model. The continuous model sais how a material
behaves and how it deforms based in a continuum mechanics approach. For
more details, see the introduction made by Fung [26]. In the continuum
approach, we assume that the scale of the modeled effects is bigger than the
scale of the material composition. Thus, the behavior of the material par-
ticles can be modeled as a continuous model. This assumption may be not
valid for certain fractures as there can be influenced by effects that happen
at the small scale. However, depending of the goal of the method, a contin-
uum model is enough to capture the real behavior. In other hand, in the
discrete model the material is represented as the combination of numerous
rigid-body elements. Neighboring elements are connected by springs and
dashpots. The movements of the elements can be solved by the equations
of motion for the whole system. The springs and dashpots are disconnected
when the forces reach a critical value. This method is useful for the simula-
tion of fragmentation of a brittle material under impact loading, for instance
[67].

The Degree of Freedom (DOF ) represents the allowed movement of each
internal data representation of dynamic objects. A set of DOFs specifies
the displacement and the deformed position and orientation of the object.
The rule is, each deformable object with N particles have 3N degrees of
freedom.

The most important variables to update during the simulation are the
position and the velocity of each DOF , but other data are also stored,
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Chapter 2. Background

such as the link between their particles, the material parameters, etc. The
physical model algorithm use these other data to control the way the force
acts on eachDOF and how are propagated inside the object. In the following
sections, we detail detail the mass-spring system and the finite elements
methods, which are the most popular models used in physical simulation.
We also describe the meshless methods and other kind of approaches, even
if they are not very common or popular.

2.4.1 Mass-spring models

The Mass-Spring system is one of the most simple physically-based deforma-
tion models. This representation is used for modeling soft bodies, especially
cloth simulation [38] [91]. It is easy to implement, parallelizable, and cover
the needs of most virtual reality applications. In this model, an object is
represented as a set of masses connected by corresponding springs in a fixed
topology, as shown in Figure 2.4.

The state of a mass-spring object can be defined as the position and
velocity of each DOF , represented by masses. The internal forces acting on
each mass is computed from the potential energy of each spring connected
to the neighboring masses. The springs follow a linear force deformation
law, but non-linear springs can be used to model more complex behaviors
too.

Figure 2.4: Mass-spring model: each Degree of Freedom of an object is
represented by a mass. The internal force propagation is handled by the
spring network connecting the masses.
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Mass-spring systems have been extensively used and are still very pop-
ular, since they are easy to implement and computationally efficient. How-
ever, they have some limitations, like the difficulty to derive spring stiffnesses
from elastic properties (Youngs modulus and Poissons ratio).

To overcome this deficiency, Lloyd et al. [48] proposed two ways of ob-
taining the parameters of a mass-spring model. The first one consists in
varying the parameters until the behavior of the system is similar to the one
obtained through the experiments or with the Finite Element Method. The
second way is establishing an analytical reasoning for calculating the con-
stants of the mass-spring model. For instance, starting from the definition
of Youngs modulus, Poissons ration, shear and bulk modulus, apply simple
tests to their mass-spring model to find the most appropriate stiffnesses.
The same authors later propose a linearization of the mass-spring equations
with the aim of equating the linearized stiffness matrix to the stiffness matrix
of a linear finite element method. Following the same method, San Vicente
et al. [92] derived a mass-spring model equivalent to a linear finite element
model for maxillofacial surgery simulation. Because mass-spring systems do
not derive from the equations of continuum mechanics, they have a limited
capacity to model certain aspects of materials like anisotropy, viscoelasticity,
etc.

2.4.2 Finite element methods

Contrary to the mass-spring model which is discrete in nature, the Finite
Element Method (FEM) [80] is derived from the equations of continuum
mechanics. One advantage of having a method that is a direct representation
of mechanics, is that we can quantify the precision of the simulation, as the
parameters of the model can be obtained from experiments on real world
objects. For this reason, it is one of the most used methods for simulation
[59], [31], [54] and [1].

The main idea of continuum-based deformable modeling is the minimiza-
tion of the stored deformation energy all over the volume. The object gets
equilibrium when its potential energy is at a minimum. In FEM the con-
tinuous model is discretized by dividing the object into small interconnected
regions, called finite elements, as shown in Figure 2.5. The laws involved are
then approximated by interpolation functions associated to each element.
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Figure 2.5: Finite Element Model: the object is subdivided into small ele-
ments. The vertices of the elements are associated to the degrees of freedom
of the object.

2.4.3 Meshless methods

The meshless or mesh-free methods arised to avoid mesh reconstruction and
large deformation problems that usually arise with FEM methods.

The meshless paradigm has provided different points of view about the
well-known Finite Element method. Although these methods usually use the
generic label ”meshless”, not all of them are truly meshless. Those based
on the Collocation Point technique have no associated mesh, while others,
such as those based on the Galerkin method, require an auxiliary mesh or
cell structure.

The mesh-free Galerkin method [15] is a mesh-less technique for mod-
eling material behavior. A set of nodes are distributed throughout the
area/volume of the object being modeled. The deformed state at any given
point in the material then is defined by fitting a moving least-squares ap-
proximation to the nodes in a local area around the point. This method was
introduced by Belytschko in 1994 [5].

Besides the Galerkin method, there are other meshless methods used
in the literature. Smoothed Particle Hydrodynamics (SPH) is based on
the idea of representing fluids by a set of particles using the kernel esti-
mate methods [32], [50], [45]. The Diffuse Element Method (DEM) was
introduced by Nayroles and Touzot in 1991. The idea behind DEM was
to replace the FEM interpolation within an element by the Moving Least
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Square (MLS) local interpolation [11]. Another mesh-free method is the
Finite Point. This was proposed by Onate et al. in 1996 [73], [72]. It was
first introduced to model fluid flow problems but later applied to model
many other mechanics problems. The method is formulated using the Col-
location Point technique and any of the following approximation techniques:
Least Square approximation (LSQ), Weighted Least Square approximation
(WLS), and the above MLS, which can be used to construct the functions.
The Point Interpolation method (PIM) uses the Polynomial Interpolation
technique to construct the approximation. It was introduced by Liu et al.
[46] as an alternative to the MLS method. The PIM , originally based
on the Galerkin method, has the problem of using an interpolation matrix
and the fact that it does not guarantee the continuity of the approximation
function. The same author have investigated several approaches trying to
overcome these problems [45].

Meshless methods have some advantages and disadvantages that will be
discussed in the next chapter.

2.5 Time integration

The time integration algorithm is the engine of a physical simulation. It is
responsible for integrating the motion equations of the interacting objects
and particles, and computing their trajectory over time. This system is
computed numerically by solving an ordinary differential equation system
on the form of (2.3), which computes the new position and velocity based
on the mass and the acceleration of the elements.

f(x, y) = M.a (2.3)

There are mainly two groups of integration methods: the explicit meth-
ods (Explicit Euler, Runge-Kutta, Explicit midpoint) and their correspond-
ing implicit methods (Implicit Euler, Implicit Runge-Kutta, Implicit mid-
point). In the next subsections, we explain some of these common numerical
integration methods.

2.5.1 Explicit methods

Explicit methods compute the state for the next time step by extrapolating
the previous state. The first and the second derivatives of the current state
are employed to directly create the new state. For example, in the Explicit
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Euler method, we assume that the derivatives are the same over all time
steps and equal to their values at the beginning.

The main limitation of this method is the time step size. There is a
critical rigidity value where the numerical resolution of the system is diver-
gent, called Courant Condition. The convergence time step that satisfies
the Courant Condition is inversely proportional to the square root of the
rigidity. This restriction is sometimes prohibitive for real-time physical sim-
ulation. This is why most of the works in real-time simulation using explicit
integration involve soft bodies [31], [14].

2.5.2 Implicit methods

The implicit integration methods compute the state by solving an equation
involving the current system state and the state at the end of the time step.
Compared to the explicit method where we employ the derivatives from the
values at the beginning of the step (t0), in an implicit method the first and
the second derivatives at the end of the step t0 + ∆t are used to update the
system rate.

Using an implicit method requires solving an equation to compute the
derivatives of the state. Since this may be nonlinear, solving this equation
requires an iterative solution method. The extra computation required by
implicit time integration, and the complexity of developing an efficient equa-
tion solver, can promote the use of the explicit methods. However, many
of the real life problems involve rigid objects, for which an explicit method
would impose small time steps in order to avoid numerical instability. In
those cases, it is preferred to use an implicit method with larger time steps,
than using an explicit method with small time steps. This unconditional
stability of implicit methods is the reason of their good acceptability in
real-time simulation [16], [35], [76], [19].

This does not mean that an implicit method will always be better than an
explicit one. Where one should use an explicit or implicit method depends
on the problem to be solved. The choice of the time integration algorithm
depends on the scene. Explicit methods are simpler but their use on rigid
objects can come to instabilities. On the other hand, implicit methods are
harder to implement and time consuming, but their result is unconditionally
stable.
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2.5.3 Semi-implicit methods

Another possible way to decrease the amount of time required by the simula-
tion might be solving implicit methods by linearization of the right-hand side
of the equation, usually called semi-implicit method. These Semi-implicit
methods are not unconditionally stable, but they are much more stable than
an explicit method because the integration steps remain within the region
where the linearization is a good approximation.
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Physically-based methods

There are two main approaches for simulating fracture and cracking: using
physically-based methods and using non-physically based approximations.
The latter is often preferred by artists and developers in the game and cin-
ema industry or those looking for real-time applications. In these situations,
visual plausibility is generally enough, while physical accuracy is less signif-
icant. On the other hand, researchers and engineers often are seeking for an
accurate simulation, as close to the reality as possible, then sacrificing time
computation.

The majority of research on fracturing has been based on physical mod-
els; the main reason is that they produce results that are physically correct
and realistic.

The models that have been found for fracturing are grouped in four
groups according to the physical model used during simulation. Each one
of these will be discussed in more depth throughout the following sections.
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3.1 Mass-spring models

Mass-spring models are characterized for being simple and fast for comput-
ing deformations and collisions.

One of the first works was presented by Terzopoulos and Fleisher [88],
where they introduced a hybrid model that represents rigid bodies as rigid
and deformable components. The rigid components handle the rigid-body
motion while the elastic behavior is present only in the deformable compo-
nent. This approach aims at solving the conditioning of the discrete motion
equations as the rigidity of the object increases.

Norton et al. [68] present a technique for animating 3D solid objects that
broke under large strains. The technique employs a mass-spring system to
model the behavior of the object. When the distance between two attached
mass points exceeds a threshold, the simulation cuts the spring connection
between them. A significant problem with this method is that, when the
material fails, the exact location and orientation of the fracture are unknown.
The breakage is performed by removing connection between two nodes and
the current fracture orientation is not taken into account.

Mazarak et al. [56] used a voxel-based approach to model solid objects.
Voxels are connected between them as showing in Figure 3.1. Theses links
between them are made infinitely rigid and do not allow flexibility in the
body, keeping adjacent voxels strongly attached together.

Connected voxels are stationary with respect to each other but can be
grouped into more complex structures, namely bodies. These bodies can
be grouped creating a desired shape, as for example, a cube. Voxels can be
made as small as needed in order to reduce the stepped edges problems. The
fracture of an object is simulated by breaking links between the connected
voxels bodies, which imitates the crack formation inside a solid. When the
number of broken links increase, the object may split into fragments.

They use the capabilities of their blast wave model to compute the pres-
sure at each link. When pressure exceeds the link yield limit, this link is
broken. For simple models, the simulation generates fracture over the real-
time threshold. The main problem is the collision detection; without it the
computational cost goes beyond a specified bound, where it is the number of
boundary voxels of all the bodies in the scene. As for the fragmentation, the
number of bodies increasing the number of boundary voxels, slowing down
the simulation.

Hirota et al. presents a work [37] for simulating 3D cracks on drying
clay using a spring network model. The stress in the material is caused by a
deformation or a change in the distance of the nodes of the spring network.
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Figure 3.1: Graph representation of the connected voxel model, from
Mazarak [56].

The breaking of the material is represented by cutting springs when they
exceed a maximum strain threshold.

Figure 3.2: Spring network structure, from Hirota [37].

They subdivide the 3D object into a collection of tetrahedral elements,
as showing in Figure 3.2. Each element is equivalent to a set of six springs
placed on its six edges.

The simulation is executed in two scales of time: a small one for com-
puting the motions of nodes, and a large time scale for the contraction of
the material. When a crack appears, the elements are divided in different
parts according to the affected springs, as we can see in Figure 3.3.

One of the negative aspects of their method is the computational cost.
To obtain the crack simulation on a cube, they took around 8h at that time.
Another disadvantage is the network structure and the resolution of the
model, which does not change by the simulation. Having the same size of
the elements causes undesirable effects. Another problem is that the smaller
crack step is restricted by the size of the element and the new broken element
can not cause cracks recursively.

This work is based on a previous work from the same authors, [36] where
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they describe how static crack patterns created by drying mud can be mod-
eled using mass-spring systems attached to a fixed support.

Figure 3.3: Simulation of cracks in a tetrahedra representation, from Hirota
[36].

The work of Neff and Fiume [66] is based on a model of isotropic blast
wave transport with an algorithm for fracturing objects in their wake. Their
fracture model is based on the idea of rapid fracture, focusing on the problem
of generating fracture patterns in a plane. This idea depends on an initial
crack being present in the material. Given the length of the crack, a critical
stress value can be determinated and if exceeded, it will cause the crack
propagation. Cracks are propagated in each direction, and every time the
crack structure grows, its propagating edges are separated. This process
generates a crack trees structure. The edges can propagate until they hit
another edge or the border of the geometry.

The crack tree is treated as a logical searchable tree structure. All the
edges that are currently propagating make a leaf list. Whenever there is an
intersection of two edges, a new face has to be found. Theses faces corre-
spond to to new fracture fragments. The model used for crack propagation
is a grid, whose main advantage is a very fast detection of edge collision.

Figure 3.4: Animation of a shattering window extracted, from Neff [66].
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Their algorithm is limited to thin surfaces and is not extensible to 3D
solids. The animations presented took between one and two seconds per
frame.

Another remarkable work was presented by Aoki et al. later on [2].
They present a method for synthesizing 3D cracking patterns in clay solids
by incorporating a moisture model.

To simulate the cracking process, they use a spring network model, where
a 3D object is broken into tetrahedral elements. While Hirota [37] created
cracks on cubic or rectangular objects, Aoki subdivide a 3D object into a
collection of tetrahedrons whose sizes are adapted in order to fit a general
object. They simulate the explosions with a close-packed structure. For
a given 3D object, the first step is to approximate its shape with a close-
packed structure. A spring is assigned to each side or ridge of a tetrahedron.
Finally, each spring is cut when it is stretched beyond the maximum strain.
These steps are repeated until all the forces appearing on all nodes are less
than a given threshold.

Once an edge of a tetrahedron is cut, the tetrahedron is then divided
into different parts depending on the situation.

Figure 3.5: A real crack example (left) and its corresponding simulation
(right), from Aoki [2].

One of its limitations is constructing the grid by keeping a similar size
for the generated tetrahedrons. Using an adaptative model would allow a
greater number of nodes to be filled where the model is denser and less
at the sparser areas. The result would be a smaller number of nodes to
animate and less tetrahedrons to model, although the grid would need to be
reconstructed during fracture.

The work of Smith et al. [84] is based on a system of point-masses con-
nected by workless, distance-preserving constraints, rather than a grid of
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stiff springs. Using rigid constraints follows from an abstraction of brittle
material properties that allows them to solve the forces exerted by these
elements during impact more quickly than using explicit methods and an
elastic mesh. They compute the solution by constructing a large, sparse, lin-
ear system that is solved using conjugate gradient methods. The constraint
forces, once calculated, indicate when and where the object will break. This
information is then used to construct the fragments of the broken object
from the original geometry, and to solve for the final linear and angular
velocities of these bodies.

Martins et al. [53] present a real-time simulation of object damage and
motion due to a blast wave impact, with an improved connected voxel model
for the object. Their blast wave model is a combination of simplified phys-
ical equations and experimental data. They take the blast wave simulator
and the voxel model presented by [56] and extend its scope for real-time
simulations, introducing arbitrary shaped voxels.

The basic voxel shape can be scaled along any axis. In addittion, the
vertices of the voxels can be displaced in any arbitrary directions. Each voxel
can also have unique properties according to the material it represents. This
results in an object model that is much more flexible, and permits the user
to create voxel shapes that better suit the needs of a particular application.

They simulate the fracture by weakening and breaking links and voxels in
the model. As the object breaks apart, new fragments may be created, like
in Mazarak et al. [56]. The independent objects in the scene are represented
by a scene connectivity graph, where the nodes are individual voxels and the
arcs are the links between voxels. Every link has an associated yield limit,
which is the maximum pressure that the link can support before breaking.
Any link that encounter a blast wave have its yield limits weakened, making
it vulnerable to subsequent explosions.

For a small number of voxels, the performance is around 30 fps. The
main bottleneck for the simulation itself is collision detection. As the number
of the independent objects in the scene increases, the frame rate decreases,
as more collision tests need to be made.

3.2 Finite element methods

As explained in Section 2.4.2, finite element methods divide the material into
a set of disjoint elements that model the object. The material is computed
from shape functions that interpolate the material within the element. This
method has been extensively used for modeling fracture problems.
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In this section, we focus on reviewing the FEM techniques that allow
fractures to propagate in arbitrary directions, using a physically-based ap-
proach. A survey by Gibson and Mirtich [30] details much of the early work
on deformable modeling using FEM , while Nealen et al. [1] survey some
more recent approaches.

The pioneer method in this area was introduced by Terzopoulos and
Fleisher [88]. They present a general technique for modeling viscoelastic
and plastic deformations using three fundamental metric tensors. These ten-
sors define energy functions that measured deformation over curves, surfaces
and volumes. These energy functions provided the basis for a continuous
deformation model that they simulated using several different discretiza-
tion methods. One of their methods employed a FEM by using controlled
continuity corrugation on the surface object.

In the same year, Swenson et al. [86] presented a work that describes a
method for local re-meshing in a two-dimensional domain as a crack propa-
gates on it. Their techniques make use of triangular elements. The crack tip
is surrounded by an octagonal region that is triangulated from a central node
located at the crack tip. While the tip advances, the central node moves
with the octagonal region and the eight surrounding triangles are distorted
to accommodate this motion. When the direction of the crack changes or
the tip comes close to the boundary of the octagonal region, an area with
twice the radius of the octagonal region is re-meshed. The authors state that
their re-meshing technique is not robust and occasional user interaction is
necessary when the re-meshing occurs.

O’Brien and Hodgins [69] developed a model that used a finite element
model with the theory developed by Griffith and Irwin, marking a tendency
[71]. They present an approach based on linear elastic fracture mechanics
and non-linear finite element analysis, where 3D objects are modeled using
a mesh of tetrahedral elements. The simulation determines where cracks
should begin and in what directions they should propagate by analyzing the
stresses created as the mesh deforms, see Figure 3.6. Although this model
produces realistic results and is moderately simple to implement, the amount
of computation required meant that it could not be used in real time.

Years after, the same authors extended their work to include ductile
fracture [70]. The physically-based nature of the fracture criteria allows
it to be easily integrated with other material behaviors, such as plasticity,
under different conditions.

Although their methods represent a significant advance in the graphi-
cal modeling and animation of fracture, they still have some limitations.
The simulation do not captured the real material stiffness. Another visual
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Figure 3.6: Tetrahedron model surface (a) and object interior tetrahedron
(b). By O’Brien [69].

limitation is the representation of small fragments and dust created by the
fracture process. This is because the size of the smallest fragments in the
simulation are limited by the re-meshing thresholds and the stability con-
siderations that they make. The amount of computation time required is
another limitation; some simulations can take from a few minutes to several
hours to compute a second of simulated motion.

Their implementation can switch between an Euler integration scheme
and a second order Taylor integration. These two techniques are explicit
integration schemes, and as such, they are subject to stability limits that
require very small time steps for stiff materials (see Section 2.5). One pos-
sibility to decrease the amount of time required by the simulation could be
using a semi-implicit integration scheme, as stated by the authors.

Yngve et al. [98] present a technique for animating explosions and their
effects, including fractures. They simulate the propagation of an explosion
through the air using a computational fluid dynamics model based on the
equations for compressible, viscous flow. They use an integration method to
model the numerically stable formation of shocks along blast waves. The sys-
tem includes two-way coupling between solid objects and the surrounding
fluid. Specifically for fracturing, the explosion simulation results in pres-
sures, velocities, and densities for each voxel in the discretized model. The
fracture simulation uses this information to compute the forces that have
to be applied to a finite element representation of the objects in the scene.
One of their limitations is the execution time, however. There are also some
effects from explosions that they have not investigated, and some parame-
ters are not taken into account for the simulation, like the influence of high
temperatures for instance.

In 2001, they extend their model to work with ductile objects, achieved
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by adding the effects of plastic distortion to their existing model. This
model works quite well and has been the basis for extensive research that
uses FEM for fracturing.

The same year, Muller et al. [62] present a hybrid method for simulating
deformation and fracture of materials in real-time. Their hybrid idea consists
in alternating between a rigid body dynamics simulation and a continuous
model at the point of impact. They evaluate elastic forces only during
collision events while treating the body as rigid. This allows a reasonable
simplification for stiff materials, as the natural frequencies of stiff materials
tend to be much higher than the rendering frame rates, producing a quick
damping of the vibrations. This approximation produces good visual results.

They treat free-floating objects as rigid bodies and compute their dy-
namic behavior using rigid body dynamics based on explicit Euler integra-
tion. Each rigid body has four state variables: its position, its center of
mass velocity, its rotational orientation, and its angular velocity. In general,
these states can be initialized according to specific user inputs or according
to simulation objectives. One limitation of their method is that it only con-
siders deformation and fracture behaviors during contact. They also have
the problem of real-time collision detection along a fracture line, being at
least as time-consuming as the simulations.

Federl et al. [25] later present a model of fracture formation of bi-layered
materials. The model allows the synthesis of patterns as a result of cracking
induced by growth or shrinkage of one layer with respect to another. By
applying a FEM model they synthesize crack patterns occurring in tree
bark and drying mud.

The material layer of the simulated surface is discretized using 6-node
wedge elements. The discretization procedure begins with a random distri-
bution of points over the surface area, followed by the application of the
particle repelling techniques to achieve a more uniform distribution. Then
a Delaunay triangulation is used to construct a polygonal mesh with the
vertices at the given points. See Figure 3.7.

Molino et al. [60] combine a lattice with a tetrahedal mesh similar to
Aoki [2], where the lattice controls how the tetrahedrons are rendered. How-
ever, Molino et al. use the lattice more like an assistance tool to the tetra-
hedral model rather than a deformation model. The model works by using
the lattice nodes as hidden vertices in the tetrahedrons, modeling cracks
and extra geometry, along with crack propagation. A disadvantage of this
model is that the geometry of the object increases by both the subdivision
and the added hidden nodes, which affects the system performance.

As usual, a fracture appears when a yield stress is exceeded in the ma-

27



Chapter 3. Physically-based methods

Figure 3.7: The wedge element (left) and a surface layer discretized using
the wedge elements (right), by Federl [25].

terial. They simulate this fracture by removing from the model the cor-
responding elements. The removal process consists on first adjusting the
geometrical representation of the model, and then recalculating the global
stiffness coefficient matrix from the stiffness matrices of the remaining ele-
ments. Once the element is removed, the equilibrium state of the model is
recomputed.

Figure 3.8: Real mud (left) and simulated mud (right), from Federl [25].

In the case of mud, the use of FEM improves the visual realism of
the generated results. However, splitting material at the nodes would be a
better solution than removing the elements, as stated by the authors. This
would result in a less formation of elements and faster simulation times,
while keeping some mesh parameters like the ”wight”.

Iben et al. [64] present a method for generating surface crack patterns
that appear in materials like mud, ceramic and glass. To model these phe-
nomena, their work is based on a physically-based method using a FEM
with local re-meshing, as in [69]. Their algorithms generate cracks on the
surface of objects but do not fracture their volume. They reduce the simu-
lation computations due to their discretization approach and because cracks
are generated from a stress field defined heuristically over a triangle dis-
cretization.
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The cracks are produced by evolving this field over time and then ana-
lyzing the stress field to determinate where cracks form in the mesh. These
cracks are introduced as free boundaries that affect the relaxation process
and evolve the stress field. After cracks are formed, they update the stress
field and repeat the process until additional cracks cannot be created or the
user stops the simulation. The user can control the features and presence of
the cracks using a set of simple parameters.

More recently, Wicke et al. [52] propose a finite element simulation
method for modeling elastic to plastic deformations that is easy to use in
plastic flow, fracture or large elastic deformations. They use a tetrahedral
mesh and a dynamic re-meshing algorithm that tries to replace as few tetra-
hedra as possible, which limits the visual artifacts and artificial diffusion that
could be introduced by repeatedly re-meshing. Their dynamic mesh is com-
patible with all types of specialized re-meshing used before. To demonstrate
its performance they integrated their method with the fracture algorithm
described by O’Brien and Hodgins [69].

Figure 3.9: Adaptive mesh refinement helps a ball to crash through different
ductile plates, from Wicke [52].

3.3 Meshless methods

Meshless methods come as an alternative to enhance FEMs. There are a
number of features of these methods that make them favorable for fracture
simulation, such as the complex re-meshing operations and the problems
associate to element cutting and mesh alignment common in FEM . (for
more details see Belytschko et al. [5]). In the field of mechanics, Sukumar
et al. [85] propose a particle-based approach to model the physical behavior
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around a crack; while Belytschko et al. [6] entirely resort to meshless meth-
ods. These works were the base for the later works in Computer Graphics.

Muller et al. [51], for instance, present a method for modeling and ani-
mating a wide range of volumetric objects, with material properties ranging
from stiff elastic to highly plastic. They use a meshless method based on
particles to represent both the volume and the surface. Their physical model
is derived from continuum mechanics, which allows the specification of com-
mon material properties such as the Young modulus and Poisson ratio of
elasticity. At each step, they compute the spatial derivatives of the discrete
displacement field using a Moving Least Squares (MLS) procedure. From
these derivatives, they obtain strains, stresses and elastic forces at each sim-
ulated point. They solve the equations of motion based on these forces, with
both explicit and implicit integration schemes.

More recently, Pauly et al. [77] present a meshless animation frame-
work for elastic and plastic materials with fracture. Their main idea is a
dynamic surface and volume sampling method that supports arbitrary crack
initiation, propagation and termination, while avoiding some of the stability
problems of traditional mesh-based techniques. They model crack fronts
and associated fracture surfaces in the simulation volume. When cutting
through the material, the crack tip directly affects the link between the sim-
ulation nodes, requiring a dynamic adaptation of the nodal shape functions,
which is one of their contributions, as show in Figure 3.10. To model the
initial surface they use the point-based representation proposed two years
before [78].

Their contributions include the dynamic creation and maintenance of
fracture surface by continuously adding samples during crack propagation;
a meshless initial sampling of the volumetric domain and local dynamic
re-sampling that adapts the nodal sampling resolution to handle fracturing
and large deformations; and the handling of the topological events associated
with multiple branching and merging cracks.

Steinemann et al. [17] propose an algorithm for splitting deformable
solids along arbitrary piecewise linear crack surfaces for cutting and frac-
ture simulations. They propose the use of a meshless discretization of the
deformation field, and a visibility graph for fast update of shape functions in
the discretization. They decompose the splitting operation into a first step
where they synthesize crack surfaces as triangle meshes, and a second step
where they use the newly synthesized surfaces to update the visibility graph,
and thus the meshless discretization of the deformation field. The separa-
tion of the splitting operation into two steps enables flexibility and control
over the splitting trajectories, provides fast dynamic update of the meshless
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Figure 3.10: Volume sampling: octree decomposition (a), initial adaptative
octree sampling (b), sampling after local repulsion (c), and dynamic re-
sampling during fracture process (d), from Pauly [77].

discretization, and facilitates the implementation. This makes their algo-
rithm suitable for a large range of applications, from computer animation
to interactive medical simulation. However, the quality of the surface mesh
degrades when the same region is splitted multiple times. Local surface re-
meshing is probably a viable solution, as it does not affect the discretization
of the simulation in their algorithm. See Figure 3.11 for some results.

Figure 3.11: Using the algorithm for synthesizing crack surfaces for fracture.
From Steinemann [17].

The work presented by Martin et al. [82] includes a section dedicated to
fracturing objects. They handle fracturing adapting the idea the connectiv-
ity graph of Steinemann et al. [17] and the virtual node approach of Molino
et al. [60] using a point-based discretization.

A general limitation of meshless approaches is that even very small frag-
ments need to be sampled sufficiently dense in order to obtain a stable evalu-
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ation of the shape functions. This increases the number of simulation nodes
when an object is fractured excessively, which increases the computation
time.

3.4 Other methods

In this section, we describe the methods that do not belong to any of the
above classifications for some reason. For instance, Gobron and Chiba [81]
describes a method for modeling the propagation of cracks on a 3D surface
based on a multi-layer Cellular Automaton (CA). The main advantage of
their model is that it proposes a semi-physical solution, giving more control
to the user and being easily extensible.

Crack propagation is determined by the systematic stress release of all
the unstable cells on the input object. Unstable cells are those cells that
contain a stress intensity higher than the material resistance. The size of
the crack depends on the stress release, in order to make the crack pattern
look more realistic.

One limitation of their work is that they do not consider the stress inter-
action between layered models, thus producing an even worse solution to the
velocity relationship between cracks. They also simulate crack formation on
layered materials consisting of mixed types of materials.

More recently, Heo et al. [43] present a fracturing-aware stable collision
detection method for large-scale fracturing models, which supports geomet-
ric and topological changes. They use a dual-cone theorem to check wherever
a surface can have self-collisions or not, designing a Bounding Volume Hier-
archy (BVH) that uses these dual-cones for each node. They also propose
a selective restructuring method that only modifies the sub-hierarchies with
low culling efficiencies. Finally, in order to reduce performance degradations
at fracturing events, they propose a BVH construction process that builds
multiple levels of the hierarchy for each iteration.

Their dual-cone method combined with BVH is approximates and can
miss collisions, being this a limitation. Also, the memory required is rela-
tively high due to the number of bytes required for each bounding volume
node. Another limitation is the culling efficiency metrics for self-collision
and inter-collision, and that their selective restructuring method does not
always improve the performance of the collision detection. However, by com-
bining these methods, they achieved a faster and stable collision detection
performance.
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Figure 3.12: Breaking-Wall benchmark. From Heo [43].

3.5 Conclusions

A large range of physically-based methods have been proposed for simulat-
ing fracture. Each of these methods is based on a specific representation, a
simulation/mechanical model, and a set of approximations. It is thus diffi-
cult to state which one is better suited on a general basis. If we are looking
for a simple implementation method or a fast one, we should better use
mass-spring; if we are seeking for more accurate simulations and the com-
putation time is less important, we can choose FEM methods; but if we
also want to avoid the mesh treatment and obtain results similar to FEM ,
we can use the meshless approach.

One of the problems that is common on these methods is the qual-
ity of the final simulation results. Some effects, like the representation of
small fragments and dust, which are very common in the real world, are not
well represented. In FEM -based methods, the size of the fragments in the
simulation is limited by the re-meshing threshold imposed to maintain the
stability.

The amount of computation time required is another limitation. Most
physically-based approaches can take from a few minutes to several hours to
compute each frame. This makes these methods non-applicable to interac-
tive applications, like video games for instance. Almost all of the reviewed
works propose, as future work, either increase the accuracy of the results
or improve the speed of their simulation. Another limitation is the limited
control that is given to the users, especially for animations.
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Chapter 4

Non-Physically based
methods

Non-physically based methods try to reproduce real fracture patterns with-
out considering the underlying physical process. They tend to be fast and
sometimes interactive, but usually require more manual intervention for
computer animation, while one of the main advantages of physically-based
modeling is that they avoid the need of specifying how fracture behaves
and propagates. As in some physical approaches, some of these techniques
make use of regular grids and viewers tend to be sensitive to the directional
artifacts, which result from forcing the fracture lying on a specific path.

In this chapter, we explain the existing non-physically based methods
proposed in the literature to simulate crack and fracture patterns.

As it is not possible to keep the same classification as in the previously
chapter, we classify these approaches into two new categories: image-based
methods and procedural techniques.
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4.1 Image-based methods

Image-based methods make use of an input image or texture in order to cap-
ture and transfer real fracture patterns. This is an area that extends to both
computer vision and computer graphics. In the case of computer graphics,
and more specifically in cracks and fracture generation, image-based tech-
niques are used to guided the crack propagation, extracting either the path
or some parameters to help the path generation. For a comprehensive review
of image-based techniques in general, see Shum and Kang [83].

Wang et al. [93] presented an interactive approach for modeling tree
bark. They take as input a bark image and produce a textured height field
representing a bark pattern, being an easy-to-use technique to interactively
model a variety of photo-realistic bark surfaces. This method, however, is
limited to patterns that can be represented through a height field.

Mould et al. [61] propose an image filter that transforms an input line
drawing into an image of a fractured surface, where the cracks reproduce
the input drawing. Their algorithm is based on the Voronoi diagram of a
weighted graph, where instead of partitioning a surface they partition nodes
in a graph. The distance metric is then the path cost within the graph.
The graph edges are weighted, and the edge weights provide some control
over the region shapes. By modifying the edge cost, they can control the
placement of the cracks.

The cracks distribution can be set by both the number of sites (global
density), and their distribution (local density) affecting the final appearance
of the crack pattern. They can create a pattern similar to pavement cracks
by using a few sites distributed randomly across the image; alternatively,
they can deviate from a uniform distribution in the interest of other effects,
like in Figure 4.1.

The rendering of the final crack maps is made either by texture synthesis
or by modulation of an un-cracked texture. One shortcoming of the system
is that the graph must be computed using the same texture resolution.
However, according to the authors, no aliasing is observed in the synthesized
image. In addition, they only generate cracks on flat surfaces; but the
method could be adapted to general surfaces by directly sampling it with
Voronoi diagrams. This would avoid the classical distortions associated to
texture mapping.

Hsien et al. [39] propose an approach to render crack patterns and
animate their propagation on 3D object surfaces. This method provides
flexibility by means of some controllable parameters.

The pattern is extracted by image processing operations from natural
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Figure 4.1: Different crack patterns by manipulating the site distributions.
By Mould [61].

crack images. By tracking the pixel connectivity in the pattern image, the
image is vectorized and simplified as a planar graph, called a feature pattern.
To generate a new crack pattern on an object surface, the planar graph
is mapped into the surface using a parabolic bounding volume onto the
o surrounding the target object. This volume is then projected onto the
surface in order to map the crack pattern. Finally, some animations of
cracking propagation are produced by script-based traversal schemes.

Their work presents some limitations. First of all, the projection pro-
duces some distortions on the crack pattern. In addition, cracks are rendered
using simple bump mapping, thus the final detail is limited.

4.2 Procedural methods

Procedural techniques are known for providing efficient and flexible ways of
representing both appearance and surface details. In this case, procedural
methods are used to model the crack pattern and the size and shape of the
obtained fragments from a simple set of parameters.

Lefebvre et al. [87] propose a semi-empirical model of bark generation
which produces either geometry or texture. This method runs at interactive
frame rates and allows automatic bark generation with intuitive parameters.
They model the bark with a set of strips parallel to the growing direction.
A strip is a set of alternating elements: original epidermal elements and
fracture elements. The epidermal elements are semi-rigid, while the fracture
elements are soft. When the bark breaks at a given location, they intro-
duce a new fracture element between the edges. This splits the fracturing
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epidermal element into two parts. The fracture criterion is based upon the
relative lengthening of elements, which corresponds to the Griffith energetic
approach. They state that the threshold has to be chosen in a reasonable
range; otherwise an infinite fracture loop may occur.

Figure 4.2: Real (left) and synthetic (right) bark, from Lefebvre [87].

The obtained results look quite realistic, the visual aspect of their bark
could be improved by adding other natural phenomena, like lichens for in-
stance.

Martinet et al. [4] present a procedural method for modeling cracks
and fractures in solid materials such as glass, metal and stone. They use
a procedural approach that provides to the designer the tools to control
the pattern of the cracks and the size and shape of fragments given a few
parameters. Their approach is phenomenological and it is related to the
aging technique proposed by Paquette et al. [74]. Based on the observation,
they create some patterns and parameters to guide the procedural technique.

Their crack and fracture modeling system relies on an hybrid representa-
tion of shapes that combines skeletal implicit surfaces and triangle meshes.

Cracks are modeled using Boolean difference operations between the orig-
inal input model and the carving volume defined by the cracks. The carving
volume is defined as the union of complex implicit skeletal primitives com-
posed of tetrahedral. Fractures are created using Boolean intersection and
difference operations between the original input model and fracture masks.

In 2004, Wyvill et al. [12] present an algorithm for simulating the crack
pattern found in Batik wax painting. Their method is based in the Distance
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Figure 4.3: A real clay vase (left) and a synthetic model (right). From
Martinet [4].

Transformation algorithm, being easy to implement and computationally
efficient.

In their method, the user generates one or more wax images that will be
combined to create the final visual work. These wax images are loaded into
the simulator, the cracks are produced, the simulated stain is applied and
the result is create with the final images. Their crack algorithm produce
convincing patterns that capture many of the characteristics of the crack
patterns found in real Batik paintings. One of their limitations is that the
crack patterns do not behave in the same way compared to real examples.
In addition, their patterns take inverse direction of propagation with less
frequency, and thus the final results can be not very realistic eventually.

In 2004, Taubman et al. [28] presents a fracture method for exploding
structures based on Martins et al. [53] work. They use a connected voxel
method as a basis for fracturing and approximates blast wave forces using
the Friendlander equation [22] to achieve real-time performance. They pre-
compute the fracture patterns into arbitrary meshes of convex polyhedral
instead of using a warped voxel grid, and then propagate force along the
connections between these fractured components. This adds a greater level
of realism to the simulation because pieces broken off of the structure are
of arbitrary shape and resemble fractured material. Material attributes are
simulated by restricting the splitting of polygons to minimum sizes, allowing
some materials (like brick walls) to fracture less than others (like glass).

As the materials have no physical properties and only one behavioral
observation is used, the results are not very realistic. However, the method
is simple and easy to implement on any polygonal mesh.

Valette et al. [90] model and visualize the main characteristics of cracks
produced on the surface of a soil. For this, they use a height map to model
the terrain and a procedural method to generate cracks in soil. The cracks
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Figure 4.4: Cracks applied to a simulated crusted soil. From Valette [90].

are generated by combining a voxelised representation of the terrain with the
crack path, generating the crack geometry, along with the original terrain
model. The method is not interactive, but the results are very realistic,
Figure 4.4. As in Wang et al. [93], this method is restricted to height
fields. In the other hand, their method is dynamic and can thus simulate
the propagation of the cracks. The input data are simple: some of them are
related to the physical properties of the soil, while the parameters controlling
the simulation are intuitive. The computation of the crack-path can be done
automatically using different algorithms provided, but it is possible too use
any path provided by the user.

4.3 Conclusions

There is an important amount of work done on non-physically based meth-
ods. Although visual quality could be improved considerably, they, can pro-
vide us with a simple and fast solution for simulating fracture and cracks,
suitable for such applications like video games and entertainment, or even
as a pre-visualization step, where interactivity is mandatory.

The particularity of non-physically based methods is given by the way
they determine the formation of the cracks. Some works base their criterium
in information obtained from patterns extracted from images, while others
are based on the observation or some simplified rules.
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Conclusions and Future
Work

One of the main goals of computer graphics is to reproduce the real world by
creating realistic models and images. The animation of this virtual world is
also essential, especially for virtual reality, games and similar applications.
To reproduce this synthetic motion in a 3D virtual scene, many methods
have been developed as an inherit part of computer graphics.

It is well known that creating a good and realistic motion technique,
whatever the field, is a challenging task due to its complexity. This the-
sis address the particular problem of simulating and animating cracks and
fractures, giving a survey of the most relevant techniques proposed in the lit-
erature. In this thesis, we have reviewed these techniques divided into three
main chapters, which involves the main concepts and related Background,
Physically-based techniques and Non-physically based methods.

Figure 5.1: Overview of our classification of techniques.

In Figure 5.1 we can see an overview of the classification of techniques
exposed in this thesis. As we can see in Figure 5.2, for physically-based so-
lutions, FEM methods represent the 36% of all the cited methods, followed
by the mass-spring methods 30%, and the meshless methods, which repre-
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sent the 27%. According to this, the FEM approach is the most popular
techniques used in referenced works. This is probably given by the FEM
ability to correctly represent cracks and fracture simulations. As FEM is
derived from the equations of continuum mechanics, it is possible to quan-
tify the precision of the simulation, since the parameters of the model can
be obtained from experiments on real world objects. Some authors prefer to
work on representations that limit the crack path, avoiding expensive cost of
computations but sacrificing the veracity of the crack; and other authors bet
for an accurate calculation of the crack path, in which case the simulation
can take minutes or even hours to compute.

Figure 5.2: Based on the articles cited in this thesis, this graphic represents
the contribution of each technique to the physically-based methods.

Analyzing the figure corresponding to the contribution of each cited tech-
nique for the non-physically based methods 5.3, we can see that the tendency
is to use procedural methods. These kind of methods allow to the author
add the desire characteristics manipulating the effect until reproduce the
crack exact as they need it.

These figures 5.2 and 5.3 are based on the previous work cited in this
thesis, but it helps in getting an idea about the most popular methods used
in Computer Graphics and the reasons.

It is important to note that simulating fracture is a challenging task in
computer graphics due to its complexity. This could bring in two differ-
ent ways of modeling the process depending on the kind of realism that is
wanted, as defined by Ferwerda et al., in 2003 [42]:
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Figure 5.3: Based on the articles cited in this thesis, this graphic represents
the contribution of each technique to the non-physically based methods.

• If the first choice is plausability, we can do physical simplifications
while keeping realistic results. Thus, models can be intuitive without
needing many parameters.

• If we prefer to obtain an accurate simulation of the phenomenon, the
best choise is to work on a physical approach, trying to use measurable
parameters.

After analyzing the existing techniques, we can realize that research and
development efforts are as active and constant as in the beginning. Although
there are proposed techniques that are very close to a realistic approach,
there does not exist one ideal model for all kinds of aplications. The graphics
community still have a long way to do until we can easily simulate plausible
and interactively natural phenomena as in our real life/environment. For
simulating fracture, many parameters and considerations have to be taken
into account, like model representations, topological changes, realtime or
interactive simulation, and many others.

There is a main problem often detected while analyzing the state of
the art, in both types of approaches, which is the quality of the simulation
results. One example is the representation of small fragments and dust,
which are very common in the real world. In almost all of the cases the size
of the smallest fragments in the simulation are limited by the re-meshing
threshold imposed by some considerations of stability.

The amount of computation time required is also one the main limita-
tions in physically-based techniques. The simulation can take from a few

43



Chapter 5. Conclusions and Future Work

minutes to several hours to compute each frame. This makes these meth-
ods non-applicable to interactive applications, like video games for instance.
Another limitation is the limited control the user may have over the ani-
mations. On the other hand, in non-physically based methods allow easy
control of fracture patterns and are usually simple and fast, but they rarelly
provide realistic results.

Although we know there is not a perfect method to simulate physical
behaviors, we are nowadays able to obtain very good visual results close to
the reality. Furthermore, despite all their limitations, we see a potential in
coupling more intuitive user interfaces with physically-based simulations.

A general question that could emerge is about the validation of the
methods. These techniques need to be validated from a scientific point of
view but also from a perceptual significance. Lu et al. [49] present a resume
about validation techniques with different models. Theses validations are
performed using visual rendering quality, making a comparison with real
scenes and other similar models. For accurate simulations, this kind of
validation is not enough and should be compared with experiments on real
surfaces, so that the results can be validated with measurements. Valette et
al. [89], for instance, did they comparisons with real samples prepared in lab
conditions. Another work in this direction was presented by Ramanarayanan
et al. [27], who provide a framework to link the physically accurate models
to visually accurate ones using the program Visual Equivalence Predictor.

When we see the graphic 5.4 we can see there is not an equilibrium be-
tween the use of physically-based and non-physically based methods. The
use of physically-based methods is superior, which shows that most re-
searchers are usually seeking for reproducing the physical behavior of frac-
ture in order to obtain high-quality results.

Cracks and fractures simulation techniques are very common, but repro-
ducing a specific pattern is a challenging task, since this usually requires the
fine tuning of parameters, which may become very tedious. On the other
hand, the techniques based on examples mostly focus on the reproduction
of a specific pattern, without providing enough flexibility. An open problem
is the combination of both techniques, in order to get the best of them.
An example of this can be found on the recent work by Bosch et al. [9],
where they propose an image-guided simulation for flow stains. This method
represents a methodology to extract parameters and detail maps from ex-
isting imagery in a form that allows new target-specific flow effects to be
produced. Based on this idea, one could try to extend it to other imperfec-
tions, including phenomena that may affect the geometry of objects such as
the case of fracture. In the specific case of reproducing fracture using this
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Figure 5.4: Based on the articles cited in this thesis. This graphic represent
the percentage of use of both, physically-based and non-physically based
methods.

image-guided simulation as a base, the use of a single image would not be
probably enough, especially for large fracture, where the use of geometry
might be relevant.

This master thesis represents the first step towards a PhD on this topic,
which we plan to pursue afterwards. The PhD goal is to propose an inverse
model of fracture from either images or other kinds of acquired data. The
method will be based on an existing simulation model, and the purpose
will be to find the simulation parameters that led to a specific fracture. To
do this, it was necessary to deeply study the state of the art on fracture
modeling, not just for knowing which kind of simulation could be better for
the inverse model, but to know the work done in this field.

Our idea is to base our work in urban virtual environments as well.
Current existing models focus on reproducing fracture caused by impacts,
explosions, or similar. In this case, the fracture process tends to be a bit
differently. We think that the most common kind of materials in these envi-
ronments are construction materials, where fractures are caused by indirect
external factors, such as structures movements, detachments not caused by
the men, displacement for organic growth, etc. Furthermore, these materi-
als are usually resistent and less deformable. For this reason, an accurate
deformation model is probably not necessary. In those cases, it is proba-
bly not necessary to take into account collisions either. Given our ambit
of work, and the fact that we want to work with large-scale environments,
looking for a fast simulation model rather than a physically accurate one
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is also more suitable. After analyzing the state of the art, we believe this
methodology has yet to be explored and will provide many advantages over
existing approaches. Figure 5.5 represent a general overview of our inverse
model process.

Figure 5.5: A general overview of our inverse model process.
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